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ABSTRACT

Are composers’ emotional intentions conveyed to lis-
teners through audio features? In the field of Music Emo-
tion Recognition (MER), recent efforts have been made
to predict listeners’ time-varying perceived emotions us-
ing machine-learning models. However, interpreting these
models has been challenging due to their black-box na-
ture. To increase the explainability of models for subjec-
tive emotional experiences, we focus on composers’ emo-
tional intentions. Our study aims to determine which audio
features effectively predict both composers’ time-varying
emotions and listeners’ perceived emotions. Seven com-
posers performed 18 piano improvisations expressing three
types of emotions (joy/happiness, sadness, and anger),
which were then listened to by 36 participants in a labo-
ratory setting. Both composers and listeners continuously
assessed the emotional valence of the music clips on a 9-
point scale (1: ‘very negative’ to 9: ‘very positive’). Linear
mixed-effect models analysis revealed that listeners signif-
icantly perceived the composers’ intended emotions. Re-
garding audio features, the RMS was found to modulate
the degree to which the listener’s perceived emotion resem-
bled the composer’s emotion across all emotions. More-
over, the significant audio features that influenced this re-
lationship varied depending on the emotion type. We pro-
pose that audio features related to the emotional responses
of composers-listeners can be considered key factors in
predicting listeners’ emotional responses.

1. INTRODUCTION

Music holds the power to convey emotions and evoke
strong emotional responses in its listeners. There is a grow-
ing interest in utilizing Music Emotion Recognition (MER)
systems for personalized music experiences, such as mu-
sic recommendations, automated music generation, and di-
verse multimodal experiences. However, identifying the
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variables that effectively predict listeners’ emotional ex-
periences is a challenging problem due to the complexity
of its mechanisms [1]. While recent MER studies employ
machine learning techniques to predict emotions based on
dynamic listener annotations [2, 3], they often lack an in-
terpretation of the underlying factors driving emotions.

This study aims to explain the prediction of musi-
cal emotions by empirically investigating the relationship
between the composer’s intended emotion, the listener’s
perceived emotion, and various audio features of music
through time-series data. We specifically focus on the
composer’s emotional intentions during the music creation
process, prior to listener exposure.

1.1 Background

MER tasks are inherently user-centered [4], bringing re-
searchers from interdisciplinary fields such as musicology,
cognitive science, and computer science. A range of fac-
tors, including individual traits (e.g., personality, mood
regulation strategies, etc.) and musical elements (e.g.,
timbre, rhythm, harmony, etc.) [1], can impact the MER
systems, posing challenges for enhancing model perfor-
mance. Many MER studies rely on emotion datasets where
listeners annotate their perceived or felt emotions [5, 6].
Given this, the outcome of the study can be significantly
influenced by the taxonomy used to define emotions and
the methods used to identify listeners’ annotations [4, 7].
While previous studies have often relied on discrete emo-
tion ratings [8–11], the latest trends favor continuous as-
sessments that capture emotional fluctuations during music
listening, reflecting the nature of music experiences [2, 3].

Recent studies on Music Emotion Recognition (MER)
face several limitations. First, they often overlook the
potential influence of emotions expressed by composers
or performers on listeners’ emotional experiences. Sec-
ond, MER models commonly encounter challenges in ac-
curately predicting valence compared to arousal [3].

The emotional intentions of composers/performers can
play an important role in predicting listeners’ emotions,
but their significance is often underestimated. Composers
or performers express their emotions through musical fea-
tures such as tempo, dynamics, and timbre [12–14]. Lis-
teners then perceive these cues and interpret the emotions
conveyed by the music. When the emotions perceived by



the listener align closely with those expressed by the com-
poser or performer, it can foster a strong connection be-
tween the listener and the composer/performer, which can
positively impact listeners’ emotional experiences [15].
This connection can also be observed in physiological re-
sponses; a previous study [16] has shown that the similar-
ity of brain activity between audiences and violinists can
predict the audiences’ fondness for the performance.

Taken together, the relationship between listeners’ and
composers/performers’ emotions is highly correlated with
the emotional responses that listeners experience from mu-
sic, such as music engagement and enjoyment. Therefore,
we propose that composers’ intentions may play an im-
portant role in MER systems that seek to predict listeners’
emotions. To determine the impact of composers’ inten-
tions on predicting listeners’ perceived emotions, we aim
to compare prediction outcomes using only audio features
against those utilizing both audio features and composers’
emotional intentions.

Despite the potential importance of this relationship,
there is a lack of research exploring the link between lis-
teners and musical intentions. While some studies investi-
gated how accurately emotional intentions were conveyed
to listeners through discrete emotion ratings [8, 17, 18],
there is a need to investigate the dynamic emotional re-
sponses of composer/performer and listener as the music
unfolds over time.

1.2 Research Question

To examine the predictive role of audio features and emo-
tional intentions in shaping listeners’ perceived emotions,
as well as the significance of time-varying emotional data
in this context, we set the following research questions:

RQ1. Do the predictors of listeners’ perceived emotions
(audio features and composer’s emotions) vary based on
the methodology, discrete vs. dynamic emotional ratings?
RQ2 Which audio features predict the dynamics of the
composer/performer’s emotional intentions and listener-
perceived emotions, respectively?
RQ3 Which audio features reflect both the com-
poser/performer’s and listeners’ emotions?

To address these questions, we initially recruited com-
posers to create emotionally expressive piano improvisa-
tions. We then collected composers’ real-time assessments
of the emotions they intended to convey during their per-
formances. The emotional valence scale was only used
for the assessments to reduce the complexity of predicting
emotions. This approach may reduce cognitive overload
for lay participants, who might find 2D emotion mapping
(arousal-valence) unfamiliar.

For listeners’ emotional data, we played the composers’
music clips and instructed listeners to continuously infer
the expressed emotion. Audio features were extracted via
the librosa library, including root-mean-square (RMS), flat-
ness, zero-crossing, spectral centroid, and roll-off, chosen
based on previous research on audio features and emo-

tions [3, 9, 19].
We employed Linear Mixed-Effects (LME) models for

multi-level regression analysis, which are suitable for
handling hierarchical, non-independent time-series data.
By accounting for variability within and between music
clips, we investigated whether listeners effectively cap-
tured changes in the composer’s intentions, independent of
the specific characteristics of individual clips [20].

2. MATERIALS

2.1 Composers’ Emotion Data

2.1.1 Participants

We recruited eight composers from various composition
departments in the College of Music, Republic of Korea (4
males and 4 females, M = 26.88, SD = 1.73). These partic-
ipants were either undergraduate students or recent grad-
uates with a bachelor’s degree in Western classical music
composition. On average, they had 14.13 years of formal
music training (SD = 5.72), with an average of 10.25 years
of piano experience (SD = 3.28). All composers had prior
experience in improvised performances.

2.1.2 Music Performance Setting

Composers were instructed to prepare three semi-
improvised piano performances, each lasting 1-2 minutes,
expressing primary emotions: joy/happiness, sadness, and
anger. These emotions were chosen based on prior liter-
ature [10, 20–22] for their distinctiveness in conveying or
interpreting emotions through music.

Performances took place in a soundproof booth using a
Casio Contemporary CDP-120 digital keyboard, with de-
fault piano sound and fixed volume settings. Video record-
ings were made using a Canon EOS 5D Mark IV Full
Frame DSLR, capturing audio via the built-in microphone.
The recordings were in .mp4 format, with a resolution of
1920 x 1080, 25 fps, and an audio sampling rate of 48 kHz.

2.1.3 Recording Procedure

Composers were briefed about the experiment and pro-
vided consent. They had 15 minutes to prepare, followed
by a 30-second sample performance for technical setup.
The order of recording for the three performances was ran-
domized, with breaks between each to refresh emotions.

After each performance, composers rated their ex-
pressed emotions using arousal, valence, and dominance
on a 9-point Likert scale (discrete ratings). Following the
recording session, they watched videos of themselves in a
randomized order, continuously rating the emotions they
expressed during the performance on a 9-point valence
scale (1: ‘very negative’ - 9: ‘very positive’) in real-time,
mirroring the setup described in Section 3.2.

2.1.4 Music Selection

Twenty-four music clips were initially recorded, featuring
performances of three emotions by eight composers. Five
authors and colleagues participated in the decision-making
process for music selection. The selection criteria ensured



joy/happiness sadness anger
arousal 6.33 (2.16) 3 (1.87) 7.57 (1.27)
valence 8.33 (0.82) 3.6 (0.55) 2.14 (0.69)
dominance 6.17 (1.94) 4.8 (1.64) 7.71 (1.60)

Table 1. The mean (SD) scores of emotion provided by
composers for the final 18 music clips (n = 6 for each emo-
tion). They were assessed with a 9-point Likert scale.

that 1) each clip effectively conveyed its intended emo-
tion (e.g., a performance expressing sadness was excluded
since some researchers felt it was positive valenced music)
and 2) was free from distracting noise (e.g., the sound of
fingernails on keyboards). An equal distribution of male
and female composers per emotion was maintained result-
ing in 18 chosen clips (six per emotion) from four males
and three females.

All 18 clips were pre-processed using Adobe Premiere
Pro, ensuring .wav format, 44.1 kHz sampling rate, 16-
bit depth, stereo, and normalization according to ITU
BS.1770-3 standards 1 . The mean clip length was 97.5
seconds (SD 14.50), ranging from 73 to 125 seconds. The
mean scores of discrete emotional ratings provided by
composers are shown in Table 1.

2.2 MIR Audio Features

To select the audio features, we reviewed prior research
on emotion perception and acoustic features. Studies
highlighted the importance of timbre, tempo, mode, har-
mony, loudness, and pitch in emotional communication
[2, 9, 23, 24]. In particular, tonality, pitch, harmony, ar-
ticulation, and timbre (e.g., brightness, roughness) were
crucial for predicting emotion valence [25, 26]. Machine-
learning methods have shown that valence emotion predic-
tion models achieve high explanatory power when incor-
porating spectral [3, 19] and rhythmic features [19] avail-
able in the librosa package [27]. Based on this, we used
librosa to extract audio features from 18 music clips, fo-
cusing on loudness (root-mean-square; RMS), timbre (flat-
ness, zero-crossing, spectral centroid, and roll-off ), har-
mony (Mel-Scale Frequency Cepstral Coefficients; MFCC,
chroma, spectral contrast), and rhythm (dynamic tempo).
To compare audio features with 2D data (time-valence) of
composers’ and listeners’ emotional ratings, we selected
five features: RMS, flatness, zero-crossing, spectral cen-
troid, and roll-off. These features were computed using
non-overlapping 500 ms windows to match the 2 Hz sam-
pling rate of the emotional ratings.

2.3 Linear Mixed-Effect Models

The linear mixed-effects (LME) model to predict the dy-
namics of listeners’ perceived emotions based on com-
posers’ emotional intentions is formulated as:

1 Sample music clips and supplementary materials are
available at https://osf.io/4dcxu/?view_only=
3f1d818e5c4f4e698ebca357daa656cc.

yij = α+ βxij + ai + bixij + ϵij (1)

This equation describes how listeners’ perceived emo-
tions (yij) relate to composers’ emotional intentions (xij)
for each music clip (i) at each time point (j). α, β, ai,
and bi represent the intercept, coefficient for composers’
emotional intentions, random intercept for each clip, and
random slope for composers’ emotional intentions within
each clip, respectively. Terms (ai, bi) follow a bivariate
normal distribution, while ϵij represents the residual error.

To investigate the influence of a specific audio feature
on this relationship, we employed a LME model:

yij = α+ β1xij + β2 · featureij+
β3xij · featureij + ai + bixij + ϵij

(2)

The terms yij and xij represent listeners’ perceived
emotions and composers’ emotional intentions, respec-
tively, for each music clip (i) at each time point (j). α,
β1, β2, and β3 denote the intercept, composer’s emotional
intention coefficient, audio feature coefficient, and their in-
teraction coefficient. Random intercept (ai) and slope (bi)
account for variation within each clip, while ϵij represents
the residual error.

3. EXPERIMENT

3.1 Participants

We recruited 36 participants (19 males, 17 females; mean
age 26.06, SD 3.56) through campus mail and online bul-
letin boards. Except for one participant, who held a mas-
ter’s degree in piano performance, all others were non-
musicians. On average, they had about 5.81 years of musi-
cal training (SD 3.91).

To minimize cultural influences on emotional judg-
ments, only native Korean speakers were included in the
experiment. Participants had to meet certain criteria: aged
20 or older, normal vision and hearing, no hand movement
disabilities, no diagnosed neurological or psychiatric con-
ditions, and no current use of psychiatric medications.

3.2 Emotional Ratings

The experiment was primarily designed to examine the
modality effects on musical emotion inference [28, 29].
Using a counterbalanced design, each participant rated six
out of 18 music clips per modality (audio-only, video-
only, and video-and-audio), with two clips per emotion
(joy/happiness, sadness, and anger). This resulted in 216
emotional ratings for each modality and a total of 648 rat-
ings collected across all clips. We used the 216 emotional
ratings from the audio-only condition for the analysis to
investigate listeners’ emotional experiences during music
listening in a more ecological setting.

The dynamic emotional rating task was conducted using
PsychoPy software, mirroring the dynamic emotional rat-
ings by composers described in Section 2.1.3. Participants,



Figure 1. Screenshot of participants’ emotional rating task
on a valence scale (1: ‘very negative’ and 9: ‘very posi-
tive’, labels in Korean).

referred to as listeners, were instructed to infer the emo-
tional states of composers expressed in the music. While
listening, listeners moved a red dot (initially positioned
at 5) along a valence scale (1: ‘very negative’ - 9: ‘very
positive’) whenever they perceived a change in the com-
poser’s emotional state [20, 30] (see Figure 1). Ratings
were recorded at a sampling rate of 2 Hz, with timestamps
every 0.5 seconds.

After each clip, participants evaluated their psycholog-
ical state using a 9-point Likert scale for arousal, valence,
dominance, flow, and empathy. These assessments aimed
to minimize the influence of previous emotional experi-
ences on subsequent ratings, and the results were not in-
cluded in this paper.

3.3 Experiment Procedure

Participants arrived at the lab, completed consent forms,
and filled out questionnaires about their music experience.
In a soundproof booth, they then performed an emotional
inference task. After a practice trial, they listened to six
predetermined music clips, inferring the composer’s ex-
pressed emotion by adjusting a red circle on a scale. Fol-
lowing each clip, they answered five questions about their
psychological state and could take breaks. The task was
conducted using headphones, with participants adjusting
the volume to their preference.

3.4 Data Analysis

All behavior ratings were interpolated using the scipy
package in Python to maintain consistent time intervals.
Silent sections were manually removed from the begin-
ning and end of each audio file before analysis. Audio
features were normalized between 0 and 1 at the com-
poser level using min-max normalization. We found strong
multicollinearity between spectral centroid and roll-off, so
the roll-off feature was excluded from the final analysis to
avoid potential overfitting.

For the analysis of listeners’ perceived emotions, we
selected one representative emotional rating from the re-
sponses of 12 listeners for each music clip. The represen-
tative value was calculated as the median of 12 ratings for
each time point of each clip (see Figure 2). Thus, one time-

Figure 2. Emotional ratings for a sample joy/happiness
music clip: time (x-axis), valence (y-axis, 1: ‘very nega-
tive’ to 9: ‘very positive’). Red line shows the composer’s
ratings, black line the median of 12 listeners, and gray lines
individual listener ratings.

series data per music stimulus was used for data analysis
as listeners’ emotions. This means that each music clip
retained one composer emotion rating, one listener rating,
and four audio features. Additionally, the average of lis-
tener ratings was used as discrete emotions for comparison
with composers’ discrete ratings and audio features, as lis-
teners’ discrete ratings were not collected (see section 4.2).

Intra-class correlation (ICC) was computed to assess
agreement over time among the listener data using the
‘ICC’ function in the R package psych. A two-way mixed,
average score ICC was employed for consistency in the
12 valence ratings, following prior research on continuous
emotional annotations [2, 31]. The results of this analysis
can be found in the supplementary material.

Linear mixed-effects (LME) models were fitted using
the lme4 [32] and the lmerTest package [33] in R. Ran-
dom effects were included in the model structure, and it
was found that the random slope of composers’ emotions
significantly improved the model fit. The random slope
was added since the relationship between listeners’ per-
ceived emotions and composers’ expressed emotions may
vary depending on the music clips.

4. RESULTS

4.1 Composers-Listeners Discrete Emotions

To assess the predictability of listeners’ perceived emo-
tions using discrete values, we used an LME model anal-
ysis. The dependent variable was the average emotional
rating from listeners’ representative data per music clip.
We compared two models: Model 1 used four audio
features (RMS, flatness, zero-crossing, and spectral cen-
troid; the average value of each music clip) as predictors,
while Model 2 added composers’ discrete emotional rat-
ings (arousal, valence, and dominance) with four audio
features. P-values for fixed effects were obtained using
Satterthwaite’s approximations, and confidence intervals
were computed using the Wald method. Refer to the sup-
plementary material for detailed results of each model.

Model 1 showed that all four audio features sig-



Figure 3. Plot of the effect size of two models.

Metric Model 1 Model 2 P-value
MAE 2.11 1.17 0.012*
MSE 6.29 2.10 0.009**
RMSE 2.24 1.33 0.009**
MAPE 0.62 0.32 0.012*

Table 2. The mean metric values of each model’s leave-
one-song-out cross-validation for 18 music stimuli. The
values were compared using the Wilcox signed-rank test.

nificantly predicted listeners’ perceived emotions (see
Figure 3). In Model 2, only composers’ arousal and va-
lence were significant predictors, with no significant fixed
effects for the audio features (see Figure 3). Using leave-
one-song-out cross-validation, we confirmed that Model
2 predicted more accurately than Model 1, even for un-
seen data (see Table 2). This is indicated by its bet-
ter performance across four metrics: mean absolute error
(MAE), mean squared error (MSE), root mean squared er-
ror (RMSE), and mean percentage error (MPE).

4.2 Composers-Listeners Continuous Emotions

4.2.1 All Emotions

The relationships between dynamic composers’ emotional
intentions and listeners’ perceived emotions were analyzed
with an LME model (Equation 1 from Section 2.3). The
dependent variable was listeners’ emotional representative
ratings, and composers’ emotion ratings served as the pre-
dictor across all music clips (total observations, N = 3438;
music clips, N = 18). The LME analysis revealed that com-
posers’ emotional intentions significantly predicted lis-
teners’ perceived emotions (beta = 0.26, p < 0.001; see
Figure 4). Separate analyses for each emotion indicated
a significant association between composer-listener emo-
tions except for joy/happiness (p = 0.144).

4.3 Audio Features & Musical Emotions

LME models were employed to predict composers’ and
listeners’ emotions (see Table 3). For composers’ emo-
tions, spectral centroid significantly predicted all emotions
(beta = 0.74, p < 0.001) and for joy/happiness, RMS, zero-
crossing, and spectral centroid were significant predictors
(RMS: beta = 0.60, p < 0.001; zero-crossing: beta = -1.11,
p < 0.001; spectral centroid: beta = 1.09, p = 0.020). For

Figure 4. Plot showing listeners’ emotions predicted by
composers’ emotions, with a regression line indicating a
slope (beta = 0.26) of the fixed effect for composers.

sadness, RMS was significant (beta = -0.33, p = 0.016),
and for anger, RMS and spectral centroid were significant
predictors (RMS: beta = -0.35, p = 0.042; spectral centroid
(beta = 1.51, p < 0.001).

In the LME model predicting listeners’ emotions,
adding composers’ emotional ratings with audio features
significantly improved the model fit across all 18 music
clips and for each emotion-specific model. RMS con-
sistently predicted listeners’ emotions, and zero-crossing
emerged as a significant predictor for anger music (beta =
0.38, p = 0.045).

4.3.1 All Emotions

Building on previous findings, we explored whether audio
features that significantly predicted composers’ and listen-
ers’ emotions could simultaneously predict both subjects’
emotions (Equation 2 from Section 2.3). An LME model
with listeners’ ratings as the dependent variable, and com-
posers ratings, RMS, and their interaction term for predic-
tors (N total observations = 3438; AIC = 5970.1, LogLik =
-2977.0), outperformed the model in Section 4.2.1 (X2 =
57.24, p < 0.001).

All fixed effects terms were statistically significant in
predicting listeners’ emotions, particularly the interaction
term between composer ratings and RMS (beta = 0.15,
p < 0.001). This suggests that the relationship between
composer and listener emotions varied significantly with
changes in RMS levels (see Figure 5), highlighting RMS’s
role in modulating both composer and listener emotions.
Conversely, the interaction term with spectral centroid was
not statistically significant (beta = -0.06, p = 0.055).

4.3.2 Joy/Happiness

As in Section 4.3.1, we assessed interaction terms between
audio features and composers in LME models for each
emotion, focusing on joy/happiness. Using RMS, zero-
crossing, and spectral centroid as predictors, each includ-
ing an interaction term with composer ratings. Results in-
dicated statistically significant interaction effects across all
models: composer x RMS (beta = -0.55, p < 0.001), com-
poser x zero-crossing (beta = 0.58, p < 0.001), and com-
poser x spectral centroid (beta = 0.74, p < 0.001).



Composer Listener Composer & Listener
All Emotions Spectral centroid Composer, & RMS RMS
Joy/Happiness RMS, Zero-crossing, & Spectral centroid Composer, & RMS RMS, Zero-crossing, & Spectral centroid
Sadness RMS Composer, & RMS -
Anger RMS, & Spectral centroid Composer, RMS, & Zero-crossing RMS, & Zero-crossing

Table 3. Significant predictors included four audio features for composers’ emotional intentions and listeners’ perceived
emotions. Composers’ emotions were added as predictors in the models predicting listeners’ emotions.

Figure 5. An interaction plot illustrating the model pre-
dicting listeners’ emotions with composers’ emotions and
RMS. The solid line depicts the slope of the fixed effect of
composer, varying with changes in RMS values.

4.3.3 Sadness

For sadness, an LME model was fitted with the RMS fea-
ture and the interaction term between RMS and composer
as predictors. The results showed that neither the inter-
action term (p = 0.409) nor the fixed effect of the RMS
feature (p = 0.365) were statistically significant.

4.3.4 Anger

The LME model for anger music included fixed effects
and interaction terms for RMS, zero-crossing, and spectral
centroid features. Results showed that the interaction terms
for RMS (beta = -0.32, p < 0.001) and zero-crossing (beta
= 0.53, p < 0.001) were statistically significant. However,
the spectral centroid model did not show significant results
upon model comparison (p = 0.222).

5. DISCUSSION

In this study, we employed linear mixed-effects (LME)
models to explore how spectral features of music predict
both the composer’s real-time intended emotional expres-
sion during piano improvisations and the listener’s per-
ceived emotion. This included gathering emotional ratings
empirically from composers and also listeners on a valence
scale. We then examined the relationship between these
ratings and the features extracted from the music clips.

We found that composers’ emotional intentions were
conveyed to listeners’ perceptions of musical emotions.
Discrete emotional ratings showed that composers’ inten-
tions were stronger predictors of listeners’ perceived emo-
tions than other audio features. Conversely, continuous
emotional data emphasized the importance of both com-
posers’ intentions and RMS features. These results un-

derscored the impact of emotional assessment methodolo-
gies, suggesting that discrete emotion ratings may over-
look acoustic cues conveying composers’ intentions.

Overall, RMS was identified as a primary predictor
for conveying composers’ intentions and also served as
an indicator of listeners’ emotional perceptions. While
RMS was the key feature for predicting listeners’ emo-
tions, the features that indicated composers’ emotions var-
ied with different emotional categories. For joy/happiness
and anger, the spectral centroid emerged as the main pre-
dictor of the composers’ intentions, likely due to its associ-
ation with timbral brightness, which helps detect changes
in the valence [26].

Our findings highlight RMS as a crucial audio feature
for predicting the emotions of both composers and listen-
ers. RMS was strongly associated with emotional dynam-
ics in joy/happiness and anger, but not in sadness. This is
consistent with prior research [9], which also found RMS
to be an effective predictor of happiness and anger, but
not sadness. Additionally, zero-crossing emerged as a sig-
nificant predictor of the emotional relationship between
composers and listeners for both joy/happiness and anger,
further aligning with the findings of previous studies on
speech emotion recognition [34].

However, we found no audio features capable of pre-
dicting composer-listener emotions for sadness, which typ-
ically involves lower arousal compared to joy/happiness
and anger. In music with low arousal, features related to
valence may not be as prominent. For instance, in sad mu-
sic, changes in loudness (i.e., RMS) may not be as pro-
nounced as in joy/happiness or anger, thus potentially not
serving as cues for both composers’ emotional intentions
and listeners’ perceptions of valence.

Future research should further explore more audio fea-
tures related to other musical factors (e.g., tempo, pitch,
harmony, etc.) that are known to be associated with emo-
tional experiences in music. Additionally, it is needed to
determine whether the features identified in this study en-
hance the performance of MER models. Expanding the
sample size of participants and utilizing a larger pool of
music stimuli, while considering individual and cultural
variations, will also be essential to enhance generalizabil-
ity and gain more comprehensive insights.

This study offers insights into factors influencing
MER system predictions of emotional valence, enhanc-
ing machine-learning models’ ability to predict listeners’
emotions by considering feature importance across differ-
ent emotions. Additionally, incorporating time-series emo-
tional data, including composers’ intentions, adds further
significance to the research.
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